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ABSTRACT

The assumption of equal-cost paths no longer holds for newer data

center network topologies catering for HPC/AI workloads, chal-

lenging both load balancing and congestion control. The existing

load-balancing schemes, including random packet spraying, fail to

adapt to such networks. In this paper, we propose LAPS, a simple

latency-aware packet spraying scheme, to achieve joint load bal-

ancing and congestion control regardless of network topology and

traffic pattern. As a coherent load-balancing and congestion-control

solution, LAPS manages the packet sending rate and distribution si-

multaneously based on real-time path latency. It adapts to both TCP

and RoCE-based transport protocols and can be deployed on Smart-

NICs at a low implementation cost. Evaluations show that LAPS

consistently outperforms the other load-balancing and congestion-

control schemes in unequal-cost multi-path topologies for HPC/AI

workloads.

CCS CONCEPTS

• Networks→ Network protocols.

KEYWORDS

Data center network, Load balancing, Congestion control, Unequal-
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1 INTRODUCTION

As the core infrastructure, data center supports large AI model train-

ing/inference and HPC applications. Data Center Network (DCN)

provides the critical communication support for distributed comput-

ing nodes. In large model training, huge amounts of intermediate

data are exchanged frequently, and a slowdown of any flow hurts

the collective communication efficiency. The multi-path opportu-

nity in data center networks must be exploited in conjunction with

efficient end-to-end flow congestion control to fully utilize the

available network bandwidth and avoid creating hot spots.

Load-Balancing (LB): Many multi-path LB schemes have been

proposed and some are widely deployed (e.g., ECMP [1] and Flowlet

[2]). Most assume equal-cost paths (e.g., Fat-Tree [3] and Spine-

Leaf [4]), aiming to distribute the traffic as evenly as possible with

granularity from flow [1] to flowlet [2] to flowcell [5] to packet [6].

The AI workloads exhibit several distinct traffic characteris-

tics [7–9]: while multiple jobs run in parallel, each job produces

a relatively small number of huge, concurrent, and intermittent

flows. The low flow entropy renders the flow-based LB ineffective

and the bursty data hardly generates any flowlets. No wonder Ultra

Ethernet Consortium (UEC), dedicated for Ethernet-based AI and

HPC optimization, resorts to packet spraying as the default LB

scheme [10].

The current packet spraying schemes assume equal-cost paths

too. However, the path asymmetry in bandwidth or length can

lead to significant load-unbalancing. The static weighted spraying

cannot solve the problem due to path/link diversity and traffic

dynamics (e.g., a path/link may present a fast-changing weight for

each packet).

Data centers for AI and HPC often employ unconventional net-

work topologies that manifest the problem. First, switchless topolo-

gies (e.g. Torus [11]) provide multiple paths between each pair of

nodes, but the time-variant traffic makes the paths with the same

length effectively unequal, let alone the longer detours. Second,

high-radix, low-diameter networks (e.g., Dragonfly [12] and UB-

Mesh [13]) require non-minimal adaptive routing to access the

path diversity. Third, the GPU/TPU clusters often adopt hetero-

geneous interconnection technologies for intra-cluster scale-up

network (e.g., NVLink [14] and UAL [15]) and inter-cluster scale-

out network (e.g., IB [16] and UEC). In each case above, LB faces

the unequal-cost multi-path problem which is challenging for the

packet-spraying-based schemes in particular.
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Figure 1: Typical AI DCN topologies.

Congestion-Control (CC): LB and CC are used to be considered

orthogonal for network performance optimization. However, in our

circumstance, they are entangled and should be considered jointly

for the following reasons.

First, conventional DCN CC algorithms (e.g., DCTCP [17] and

DCQCN [18]) usually take ECN and packet drop as congestion sig-

nals. Multi-path packet spraying renders such signals unreliable and

less meaningful. Second, the widely used RoCE transport requires

rigid packet delivery ordering in each flow. Any out-of-order (OOO)

packet delivery triggers an expensive Go-Back-N retransmission

process. Unfortunately, packet spraying makes OOO unavoidable.

Although moderate OOO can be tolerated by adopting certain tech-

niques [6, 19–21], packet spraying on unequal-cost paths can lead

to an excessive OOO rate. Third, multi-path LB is impotent to deal

with incast happening at the last hops. The source node cannot

differentiate the ECN generated by incast or a node on the path.

Our goal is to enable effective packet spraying to achieve global LB

and end-to-end flow CC on arbitrary network topologies and traffic

patterns.We believe that the link bandwidth, path length (e.g., hops),

and local congestion status (e.g., queue depth) are not effective path

cost metrics. Instead, the real-time end-to-end one-way path latency

should be the deterministic factor to choose a packet’s forwarding

path, which consists of all the other factors. Intuitively, packets

should always be sprayed on one or more paths exhibiting the

smallest latencies at the moment. Meanwhile, the path latency can

also serve as a more indicative congestion signal: as long as some

candidate paths present low latencies, the flow can continue to send

with increasing rate; only when all the paths present higher than

expected latency, which is likely caused by incast, should the flow

reduce its rate.

A NIC-based solution is ideal to realize the above vision for the

following reasons: (1) it allows the complete coverage of end-to-end

paths and joint consideration of LB and CC; (2) it is applicable to

all network topologies including the switchless ones; (3) it can take

advantage of the programmable SmartNIC to offload algorithms,

avoiding the scalability concern and the reliance on discontinued

programmable switches. However, several technical hurdles need

to be overcome. First, the host needs to compute and maintain

the candidate paths for each flow. Second, the network needs to

sense the real-time path latency to make timely packet spraying

decisions. Third, we need an efficient method to direct packets to

follow specific end-to-end paths. Fourth, we need a new algorithm

to handle latency-based congestion signals, OOO, and lost packet

retransmission. To this end, we propose Latency-Aware Packet

Spraying (LAPS).

The remainder of the paper is organized as follows. Sec. 2 pro-

vides the background. Sec. 3 describes the architecture and imple-

mentation of LAPS. Sec. 4 presents the performance evaluation.

Sec. 5 summarizes the related work. Finally, Sec. 6 concludes the

paper.

2 BACKGROUND

When moving packets from A to B with multiple paths, the sensible

choice is to take the fastest way if the delay information can be

acquired in advance, and only if all the paths are congested, shall the

sending rate be slowed down to avoidworsening the situation. LAPS

sticks to this first principle to design its LB and CC mechanisms

jointly.

Unequal-cost Multi-path. Fig.1 illustrates a few typical net-

work topologies in today’s AI DCN which features unequal-cost

multi-path. The switches and servers in Fig. 1(a) are divided into

nine identical groups. From S5 to S11, the network provides three

3-hop paths, 12 4-hop paths, and many other longer paths. In the

mixed scale-up and scale-out network in Fig. 1(b), to reach a node

in another cluster, a packet can be routed to any node in the same

cluster first before being forwarded to the scale-out network, result-

ing in multiple unequal-cost paths. Since each link is involved in

multiple paths for multiple transient flows, the link load is difficult

to predict, and so is the path cost.

Path Finding. Although the choices are plethora, it is unneces-

sary and uneconomic to use all possible paths for packet forwarding.

Usually, it is sufficient to only consider the top-𝑘 paths in terms of

path cost. The choice of 𝑘 is subject to the network type and scale.

In Fig. 1(a), the 3-hop and 4-hop paths (15 in total) provide a good

balance between path diversity and maintenance cost. The choice

of 𝑘 may also depend on the adjacency degree of two nodes. For ex-

ample, in a Torus network, more paths should be considered when

two nodes are further apart. The 𝑘-shortest-path algorithm [22]

can be used to find the candidate paths.

In-band Network Telemetry (INT). INT [23] adds a custom

header to packets to instruct network nodes to collect specific data

for network performance monitoring. INT has been enabled on

commercial switches (e.g., Broadcom [24]). In contrast to out-of-

band activemeasurements, INT has low overhead (themeasurement

data is carried in application packets), low feedback latency (the

measurements can be refreshed in one RTT), and high accuracy (it

reflects the real experience of the application traffic). LAPS only

needs the one-way path latency, so we use INT to collect only the

packet timestamp at sender nodes.

Source Routing (SR). LAPS balances the traffic load at path

level, requiring the candidate paths to be explicitly maintained at a

source node and each packet pinned on a path. SR is thus a natural

choice to support non-minimal adaptive routing in unequal-cost

multi-path networks. To forward a packet to another node, the head

node first figures out the candidate paths based on the packet’s

destination address, and then inserts an SR header according to the

path selection result.
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Figure 2: The architecture of LAPS.

Multi-path Packet Spraying. We consider the path latency

as the dynamic path cost and use the general Softmax function to

model the packet spraying strategy in Equation 1.

𝑃 (𝑑𝑖 ) =
𝑒−𝛽𝑑𝑖

∑𝑘
𝑗=1 𝑒

−𝛽𝑑 𝑗
,∀𝑖 ∈ [1, ..., 𝑘] (1)

In the equation, 𝑑𝑖 is path 𝑖’s measured latency, and 𝑃 (𝑑𝑖 ) is the
probability that 𝑖 is selected to send a packet. The non-negative

real-value parameter 𝛽 is used to adjust the probability distribution.

When 𝛽 = 0, the strategy degenerates into Random Packet Spraying

(RPS) [6]: the packets are evenly distributed to all candidate paths.

Clearly, this will lead to serious load imbalance. On the other hand,

increasing 𝛽 will make packets concentrate more toward the paths

of the smallest latencies. When 𝛽 is large enough, the Softmax

function degenerates into an ArgMax function and only the path(s)

with the minimum latency will be chosen. It is interesting to find

the optimal 𝛽 for the best overall performance.

CC & Lost Recovery. Since packets are always sprayed on the

fastest path(s), low latencies on these paths imply that the flow

sending rate can be increased. Only when all the paths exhibit an

abnormal latency should the flow rate be reduced. Latency as the

congestion signal is more expressive and stable than ECN for multi-

path packet spraying. However, we must differentiate OOO from

packet drop events for efficient retransmission. Inherently, packets

distributed on the same path are delivered in order if not lost, and

their ACKs should be received in order if they also follow the

same path. Hence, if the ACKs received for a path skip an expected

sequence number, it indicates that the corresponding packet is lost,

and a retransmission can be issued immediately.

3 ARCHITECTURE & IMPLEMENTATION

3.1 Architecture Overview

Fig. 2 illustrates the architecture of LAPS. The source node sprays

packets across selected paths with a higher probability towards

paths with lower latency. Intermediate switches forward the packets

according to the SR header. The destination node acknowledges the

received data segment by sending ACKs along the reversed path

acquired from the SR header. The ACK also embeds the receiver

timestamp for the source to refresh its path latency. At the source

node, if the latency of a path is outdated, which may be due to the

lack of packets sent on it or returned ACKs for a while, it sends

a probe packet along that path to obtain its latency. The source

node adjusts a flow’s sending rate using the “Additive Increase and

Multiplicative Decrease” (AIMD) approach based on the latencies

of all its candidate paths for CC. The source node detects packet

loss through ACKs and performs selective retransmissions. If no

ACK is received within a timeout period, a retransmission of the

missing packets is triggered.

3.2 Packet Format

To support the above functions, LAPS embeds a custom header in

each packet, which consists of three parts:

• Type: The 1-bit type, if set, indicates that the corresponding

data/ACK packet is a probe rather than a normal one.

• INT: The INT fields contain a 16-bit pid and a 48-bit time. For a
data packet, pid and time record the forwarding path ID and the

transmission timestamp1, respectively. For an ACK packet, pid
is copied from the corresponding data packet, and time carries
the calculated one-way path latency.

• SR: The field contains a series of 32-bit node IDs for the forward-

ing path, as well as some other facilitating data such as path

length and node pointer. A path can be specified with a few key

anchor points if the shortest path between adjacent anchor points

is assumed.

A path can usually be specified by up to two or three anchor

nodes, so the additional overhead is about 20 bytes per packet,

accounting for only 1.3% of 1500-byte IP packets.

3.3 Match-Action Tables

LAPS maintains and uses two tables shown in Fig. 3:

• Path Search Table (PST): PST uses the packet’s destination

address as the key for Exact Matching (EM) to obtain the IDs of

candidate forwarding paths.

• Path Information Table (PIT): Indexed by path ID, PIT main-

tains the path information. idleVal represents the baseline la-
tency of a path. time and realVal are the latest measurement

time and the measured latency, respectively. anchors indicates
the anchor points defining the path.

Figure 3: Two EM match tables in LAPS.

PST contains at most 𝑛-1 entries for a network of 𝑛 hosts. In

addition, PIT consumes 𝑂 (𝑛𝑘) entries to store path information,

where 𝑘 is the number of paths between a pair of hosts. Modern

NICs can easily support these needs.

1Although using timestamps on different nodes for latency calculation, LAPS does not
require clock synchronization between the nodes, because LAPS only compares path
latencies between each pair of nodes, and their offsets to the real time only produce a
fixed error which does not affect the relative comparison result.
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3.4 Latency Measurement

LAPS measures path latency with two methods: (1) Upon receiving

each normal ACK, the sender updates the entry PIT[pid]; (2) Ac-
tive Probing (AP) is used to refresh the entry PIT[pid] if it is not
updated for more than 2·realVal. When waiting for the AP ACK,

PIT[pid].time is set to Now(), and PIT[pid].realVal is doubled to
reduce the probing frequency and exclude the path from forwarding

packets.

3.5 Latency-Weighted Packet Spraying

To send a data packet, LAPS looks up PST and PIT to determine

the latencies of all candidate paths. Then, based on the probabili-

ties calculated by Equation 1, the packet is distributed to a path2.

Meanwhile, AP is triggered if necessary.

When the receiver needs to send an ACK for a packet, it simply

uses the reversed SR path due to the following rationale: (1) it

avoids path lookups at the receiver; (2) the small ACK packets have

little impact on load imbalance, and the network nodes can give

ACKs higher priority than data packets to avoid queuing delay;

(3) it enables efficient loss detection and fast retransmission (see

Sec. 3.7).

3.6 Congestion Detection and Control

LAPS adjusts the sending rate based on real-time path latency.

Normally, the biased traffic distribution mitigates the congestion on

paths with longer latencies without reducing the overall flow rate.

When traffic is heavy, or during receiver incast, the latencies of all

paths for a flow converge to the largest baseline latency T. At this
point, it is no longer possible to mitigate congestion by adjusting

traffic distribution. Instead, LAPS starts to reduce the flow sending

rate.

LAPS uses AIMD to adjust the flow rate. When receiving an

ACK, the sender first updates the corresponding PIT entry. Then,
it detects if all the valid paths have a higher latency than T. If true,
the sender sets the flow’s expected rate expRate to the current rate
curRate and halves the curRate; otherwise, curRate is linearly

increased by expRate−curRate
2 . The rate adjustment is only allowed

once in 2T to prevent over-adjustment before the effect is perceived

by the sender.

To find the maximum available bandwidth, expRate will be dou-
bled after N consecutive linear increases. This Hyper Rate Increase

(HAI) phase continues as long as any path has a latency lower than

T. Otherwise, HAI is terminated.

3.7 Loss & Timeout Retransmission

LAPS enforces an ACK packet to use the reverse path of the corre-

sponding data packet. Therefore, the OOO ACKs on a path imply

packet loss, so the sender can immediately retransmit the deemed

lost packets. To achieve this, LAPS records the sequence numbers

of data packets sent along each path that have not yet been ac-

knowledged. Upon receiving a data packet pkt, the receiver sends
an ACK to selectively acknowledge it. The sender compares the

unacknowledged data segments sent along this path until it finds

2The default value of 𝛽 is empirically set to be 1. Methods for automatically converging
𝛽 to the optimal value under varying network conditions is left for future work. The
other settings can be found at https://github.com/wany16/Laps-ns3.

pkt. Consequently, all data segments before pkt are lost. LAPS will
immediately retransmit these lost data segments in sequence before

sending new data.

3.8 Implementation

To verify the feasibility of LAPS on an FPGA-based NIC, we imple-

ment it on the Xilinx Alveo U280 Accelerator Card by leveraging

the open-source FastRMT [25] and Corundum [26]. As shown in

Fig. 4, LAPS is realized as a pipeline composed of a series of Match-

Action Units (MAUs) which fit in the classic RMT model [27, 28].

The design (𝑖) decomposes PIT into 32 sub-tables and look up the

candidate paths in parallel, (𝑖𝑖) transforms the path traversal pro-

cess (e.g., calculating path weights and identifying outdated paths)

into parallel circuits, and (𝑖𝑖𝑖) converts the Softmax calculation into

lookup tables, additions, and divisions [29].

PST PIT1 PIT2 PIT32...

PIT Tables

PIT1 PIT2 PIT32...

PIT Tables

EXP PART
SUM DIV RAND

SEL

Softmax
EXP PART

SUM DIV RAND
SEL

Softmax

nxtDec
nxtInc incStage expRate

curRate

Rate Limiting Tables
nxtDec
nxtInc incStage expRate

curRate

Rate Limiting Tables
MIN
MAX

Figure 4: Pipelined implementation of LAPS.

4 EVALUATION

We conduct extensive simulations using the network simulator

NS3 [30] to compare LAPS with flow-based LB (ECMP, PLB [31]),

Flowlet-based LB (LetFlow, CONGA), andConWeave [32] by reusing

implementations in [32–35], with parameters set to default values

as specified in [33–35] unless otherwise stated.

4.1 Testbed

Topologies: We run simulations on two typical DCN topologies:

Dragonfly (Fig. 1(a)) and Rail (Fig. 1(b)). Dragonfly comprises nine

groups with 36 switches and 144 servers, and Rail comprises eight

clusters with eight Rail switches, eight intra-node Nvlink switches,

and 64 servers. In Dragonfly, not only the minimal path but also

a set of sub-optimal paths are considered: for inter-group traffic,

each group is used as a midpoint to bridge the two sections of the

shortest paths from the source server and to the destination server;

for intra-group traffic, each switch of the same group is used as a

midpoint. Thus, there are three and eight candidate paths for intra-

group and inter-group communication, respectively. In Rail, GPUs

within the same cluster communicate directly through the Nvlink

switch that connects them. For inter-cluster GPU communication,

the data is routed through all Rail switches. The number of available

paths thus equals the number of Rail switches (8). All the links are

set to 100Gbps.

Workloads: We adopt four representative real-world DCNwork-

loads to generate the test traffic: Data Mining (DM) [36] from Mi-

crosoft, Remote Procedure Call (RPC) [37] from Google, Hadoop

(HDP) from Meta, and Cloud Storage (STR) from Alibaba [38].

They are all heavy-tailed, with the top 5% of flows accounting

for 97.9%, 90.7%, 81.8%, and 77.1% of the total traffic for DM, RPC,

HDP, and STR, respectively. We also test the performance under

14



Figure 5: The FCTs on (Rail, DM, All2all).

Figure 6: The FCTs on (Rail, STR, All2all).

Figure 7: The FCTs on (Dragonfly, RPC, All2all).

Figure 8: The FCTs on (Dragonfly, HDP, All2all).

the distributed training of the large language model LLAMA-2 with

7B parameters [39].

Patterns: We select three representative communication pat-

terns: All2all, AllReduce, andAllScatter. For All2all, the servers/GPUs

send traffic to all the other servers/GPUs; for AllReduce based on

parameter server, all the other servers/GPUs send traffic to one

server/GPU; for AllScatter, one server/GPU sends traffic to all the

other servers/GPUs.

4.2 Simulation Results

Fig. 5∼8 illustrate the FCTs of the LB algorithms under different set-

tings, in which (𝑋,𝑌, 𝑍 ) indicates the combination of the topology

𝑋 , the workload 𝑌 , and the pattern 𝑍 .
Average FCT. The first subfigures in Fig. 5∼8 illustrate the

average FCT of all flows. LAPS consistently outperforms the other

algorithms in all cases. At 80% load in Fig. 5, LAPS improves the

average FCT by 3.3×, 2.8×, 1.6×, 4.8×, and 6.1× compared to ECMP,

LetFlow, PLB, ConWeave, and CONGA, respectively. Besides, LAPS

exhibits the slowest growth rate in average FCT as the load ratio

increases. As shown in Fig. 5, when the load ratio increases from 50%

to 100%, LAPS only increases the average FCT by 0.64ms, whereas

ECMP, LetFlow, PLB, ConWeave, and CONGA increase it by 4.6,

4.3, 1.1, 5.2, and 5.6ms, respectively.

P99 FCT. The second subfigures in Fig. 5∼8 illustrate the FCT of

the 99th percentile flow, which indicates fair treatment of all flows

to meet the QoS of latency-sensitive applications. LAPS achieves

the best and most stable performance across all scenarios. As shown

in Fig. 6, at 80% load in (Rail, STR, All2all) , the P99 FCT of LAPS is

only 0.12ms, while ECMP, LetFlow, PLB, ConWeave, and CONGA

reach 0.67, 0.70, 0.48, 0.80, and 0.85ms, respectively.

Insight. ECMP randomly selects a path for each flow without

considering the inequality of path costs or the significant flow size

differences, which can easily lead to path congestion. ConWeave

uses the destination ToR switch to buffer all packets on the newly

selected path until all packets on the original path are passed, which

puts pressure on the switch’s buffer and delays the arrival of packets

on the new path. CONGA sends flowlets to the least congested

path. However, flowlets are hard to identify in RDMA scenarios.

Consequently, most flows stick to the same path. Similarly, LetFlow

transmits each flow almost entirely along the initially randomly

selected path until completion, resulting in a performance very

close to ECMP. Meanwhile, CONGA presents a severe “herd effect”

that flows tend to rush to the same least congested path to quickly

congest it. The performance of PLB is the closest to that of LAPS.

When congestion is detected and there are no in-flight packets, PLB

switches it to a randomly selected path. Moreover, if a flow detects

congestion for 12 consecutive times without finding a suitable

switching opportunity, it will force the path switching. Therefore,

PLB often requires multiple attempts to find a suitable path.

LLM Training: Table 1 shows the average and P99 FCTs for

different LB schemes during the gradient aggregation (64MB) in

one round of LLAMA distributed training with and without random

packet drops, which involves incast congestion. LAPS outperforms

other algorithms in both average FCT and P99 FCT. For instance,

given no packet drop, LAPS’s P99 FCT is improved by 3.5×, 3.4×,

3.6×, 3.8×, and 1.4× compared to ECMP, LetFlow, PLB, ConWeave,

and CONGA, respectively. Table 1 not only demonstrates LAPS’s

ability to transmit packets along the minimal-cost path but also

highlights its superior rate control capabilities. Table 1 also shows

that only LAPS’s average FCT and P99 FCT are almost unaffected by

random packet loss, which demonstrates that LAPS can distinguish

packet loss from OOO, and enables rapid selective retransmission.

Buffer Size. Fig. 9 shows the statistics of the buffer size in LAPS

due to OOO packets at the receiver for the LLM training on Rail

networks. Although LAPS employs packet spraying, it achieves a

low overall packet reordering ratio. For the AllScatter operations

when no congestion is experienced, only 0.2% of packets are found

to be reordered and the buffer size is only 0.003KB on average. Even

for the AllReduce operations that trigger severe congestion, LAPS

requires buffering fewer than 16 1KB packets on average, with only

less than 4% probability that the buffer size exceeds 30KB. This

indicates that LAPS has low pressure on the receiver’s OOO packet
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Table 1: FCTs on (Rail, LLM, AllReduce)

Drop ratio 0 0.0001%

Scheme ECMP LetFlow CONGA ConWeave PLB LAPS ECMP LetFlow CONGA ConWeave PLB LAPS

Avg. FCT (ms) 564 553 540 563 211 162 580 578 547 610 219 162

P99 FCT(ms) 617 589 628 659 235 175 645 633 658 757 240 175

Figure 9: The buffer size in LLM training on Rail.

Table 2: Hardware consumption on FPGA

LUT FF CARRY8 BRAM

PST Table 74 177 0 8

PIT Table 2950 2976 0 112

Rate Limiting Tables 3012 3866 119 8

Softmax Function 26949 7938 1752 0

Total
33808

(2.51%)

16711

(0.64%)

1909

(1.17%)

135.5

(6.72%)

buffer and reordering process. Considering the scenarios such as

LLM training for which the number of flows is relatively small, the

current commercial RDMA NICs are sufficient to store and reorder

the OOO packets.

4.3 Hardware Prototype Analysis

We implement a prototype of LAPS using 1,129 lines of code in

Chisel 5.0 (which maps to 5,992 lines of code in SystemVerilog)

on an Alveo U280. The table PST has a size of 1,024 to support

up to 1,024 servers, with each PST entry containing 8 valid pids.
Correspondingly, PIT has a size of 1,024×8=8,192, with each PIT
entry allowing 4 anchors. The rate-limiting module can support

up to 1,024 flows. When evaluating the resource utilization, we

excluded the NIC functions themselves (Xilinx 100G CMAC IP,

schedulers, etc.) and only included the LAPS parsing/deparsing

modules and the processing pipeline. We separately evaluated the

resources consumed by the PST, PIT, rate limiting module, and

Softmax, as shown in Table 2. The synthesis results indicate that

the resource consumption of LAPS on U280 is acceptable, and it is

feasible to deploy LAPS on an FPGA-based SmartNIC.

5 RELATEDWORK

Previous works on multi-path LB are mainly for topologies with

equal-cost paths. The approaches can be classified using the primary

deployment location as the first dimension and the scheduling

granularity as the second dimension.

Switch-based: ECMP and WCMP [40] distribute flows to different

links. Flare [2], LetFlow [41], LocalFlow [42], and BurstBalancer [43]

spray segments of flows (e.g., flowlet) across links. RPS andDrill [44]

spray packets to different links. CONGA [45], Hula [46], and Pro-

teus [33, 47] distribute flowlets or flows according to the RTT or

link utilization.

Controller-based: Hedera [48], Mahout [49], Freeway [50], DR-

Let [51], and Fastpass [52] determine the paths for flows or packets

based on exposed network and application information. Relying on

a central controller, such solutions cannot scale to large networks

and react to micro-bursts [53].

Host-based: MPTCP [54], Flowbender [55], Presto [5], and Clove

[56] modify the transport layer to split a single flow into subflows

for transmission on different paths. PLB [31] changes the flow label

of any congested flow in the hope that the in-network ECMP may

change its path.

To mitigate the packet reordering issue for packet spraying [6],

SRED selectively drops packets that would lead to unequal queue

lengths [57], and QDAPS and QDAPS* [58] ensure a packet has a

longer queuing delay than the previous packet of the same flow.

With added complexity, CAPS [59], HTPC [60], and Corrective [61]

introduce a coding layer and spray the coded packets to address

the reorder problem.

Adaptive routing can be applied to utilize the unequal-cost paths.

UGAL-L [12] always sprays packets to the port with the smallest

queue length. UGAL-G [12] uses the queue length of other switches

and hop count to estimate the path latency. PAR [62] only uses the

minimal path but allows intermediate switches to reroute to avoid

congestion. Q-adaptive [63] adopts reinforcement learning tech-

nique to predict global path conditions based on local information.

DCTCP and DCQCN are widely deployed CC algorithms in DCN.

Many others are used in wide-area networks [64, 65]. CC can be

achieved with or without the assistance of network switches, based

on ECN, RTT, or other signals, and using window or credit-based

mechanisms. In recent years, many improvements to DCTCP and

DCQCN are proposed [38, 66]. However, all these works consider

CC independent of LB, making them ill-suited for unequal-cost

multi-path networks. STrack [67] is a joint LB/CC algorithm for

packet spraying on equal-cost multi-paths using ECN and RTT.

6 CONCLUSION

Designed for AI/HPC workload, LAPS is a joint load-balancing

and congestion-control scheme to support unequal-cost multi-path

packet spraying on arbitrary network topologies and for any traffic

patterns. Although simple, it occupies a unique niche in the wide

spectrum of load-balancing algorithms and reveals the need for

congestion-control adaptation by providing a practical solution

with synergistic benefits.
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